NATIONAL SANSKRIT UNIVERSITY - TIRUPATI

Department of Sabdabodha Systems & Computational Linguistics

1. Title of the program — MA Sanskrit ( Sabdabodha Systems & Language Technology)
2. Title and number of the course — MSLT 4 semesters ; 5 papers per semester

3. Total number of marks — Each paper 70 (External) + 30 (Internal) = 100 marks

4. Unitization with Course Objectives & Outcomes — Attached (Annexure I)

5. List of Reference Books — Attached in Syllabus per Course

6. List of teachers participated in BOS meeting — 03 (Proof of email and meeting attached)

Prof VNK Pandurangi External Member
Dr KS Maheswaran External Member
Dr OGP Kalyana Sastry Internal Member and HOD (i/c)

7. Question paper pattern: Pattern of the Question Paper:

Objective / One word Answers; 1* 10 = 10 marks
2 (out of four) Essay Question; 2 * 15 = 30 marks
2(out of four) short essay questions; 2*10 = 20 marks
2(out of four) small questions; 2*5 = 10marks
Total = 70 marks
Internal Assessment = 30 marks
Grand Total = 100 marks

8. Model question paper — Attached (Annexure II)
9. Date on which BOS meeting Held — 10/05/2020 5:00 pm

10. List of examiners

Dr. GSV Dattatreya Murthy, Kanchipuram ( VYA)

Dr. S.Pavan Kumar, Chinmaya University, Kerala ( VYA & Comp Ling)
Dr K.E.Gopaladesikan,Chinmaya University, Kerala (NYA)

Dr R.Naveen, RS Sansthan, Sringeri Campus (NYA)

Dr KE Srivenkatanathan, Karnatak Sanskrit University, Bengaluru(NYA)
Dr Shyam Sundar Bhat, RS Sansthan, Sringeri Campus (NYA)

Dr Vaithi Subramanian , Central University, Himachal Pradesh(VYA)

Dr Priyavrat Mishra , Darbhanga, Bihar (VYA)

For Computer Related Papers, Evaluators can be seen in the list given by Dept of Computer Science , National
Sanskrit University
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Minutes of BOS meeting of Dept of Sabdabodha Systems & Communicational Linguistics held online on 10" May
2021 at 5pm

AGENDA of the meeting:

To look into the syllabus and recommend any new revisions / additions necessary, keeping in mind the spirit

of NEP 2020.

To update the Computer Programming related papers in sync with M.Sc Computer Science and Sanskrit

Language Technologies as Computer related papers are dealt by Dept of Computer Science, NSU

To incorporate ‘Course Objectives’ and ‘Course Outcomes’ for various courses revised in previous BOS

[ September, 2020]

To properly arrange reading material into ‘Prescribed Texts’ and ‘Reference Texts’ (wherever necessary ) with

complete details like Author / Publisher etc

Any Other Item



The BOS meeting of the Dept of Sabdabodha Systems & Computational Linguistics was held online on 10th May
2021 at 5pm and the members and convenor discussed and reviewed the syllabus of the courses offered by the
Department. Following are the resolutions.

1. To make the following changes Semester wise in the syllabus
SEMESTER 2
v Course L.
MSLTI121 - Introduction to Paninian Grammar & Etymology
Addition of the topic JEGTSIAT AHIIRT: in Unit 5
v Course V.
MSLTI25 Introduction to Paninian Grammar
e Rearranging of the Unit Division
e Addition of the topic =TI ACHTrHFTdel — f&eTl Pages 281- 282 in Unit-I
SEMESTER 3
v Course Il
MSLT212 Introduction to Verbal suffixes

e Introduction of some more Verbal suffixes in Unit 3 & 4
e Addition of the topic TRHTIH>STIT — &g faar: in Unit 5

v Course 111
MSLT213 Language and Linguistics

® Unit— IV - Replacing the existing topic of Phonetic Laws with Introduction of Morphology

2. To Update Computer Science papers in accordance with the changes made in M.Sc
Computer Science and Sanskrit Language Technologies Program.

3. To Incorporate ‘Course Objectives’ and ‘ Course Qutcomes’ for all the courses.

The following changes will be incorporated and the updated syllabus will be sent to the
Academic Section for further necessary action.

HOD i/c
Dept of Sabdabodha Systems & Computational Lingusitics



COURSE OUTLINE

ML.A. Sanskrit (Sabdabodha Systems and Language Technology)

Semester 1
Course No. Course Name Credits
MSLT111 Introduction to Paninian Grammar 4
MSLT112 Introduction to Process of Sentence understanding 4
MSLT113 Introduction to Navya Nyaya 4
MSLT114 OBJECT ORIENTED PROGRAMMING WITH JAVA 4
MSLT115 Language & Speech Processing I 4
Software Lab - 1 NLP Tools
Total = 20
Semester 2
Course No. Course Name Credits
MSLT121 Introduction to Paninian Grammar & Etymology 4
MSLT122 MIC-CIBEIET CIRODE :
MSLT123 Introduction to Paninian Grammar 4
MSLT124 NLP WITH PYTHON 4
MSLT125 Language & Speech Processing 11 4
Software Lab NLP & Python
Total = 20
Semester 3
Course No. Course Name Credits
MSLT211 Detailed Study of Samasas 4
MSLT212 Introduction to Verbal suffixes 4
MSLT213 Language and Linguistics 4
MSLT214 Corpus Linguistics 4
MSLT215 Language & Speech processing -I11 4
Software Lab Natural Language Processing — Resources
Total = 20
Semester 4
Course No. Course Name Credits
MSLT221 Sabdabodha Text — [ 4
MSLT222 Computer Programming — PERL 4
MSLT223 Sabdabodha Text — 11 4
MSLT224 Major Project Work 8
Total = 20

Grand Total = 80




ANNEXURE -1

Detailed Course Description with Unit division

SEMESTER 1
Course 1. MSLT111 - Introduction to Paninian Grammar

Course Objectives
1. To introduce the rich tradition of Grammar to the learners
2. To introduce the concept of Sandhi (Ach-sandhi only )
3. To introduce the concept of Case-endings and the various meanings they carry,
especially the Karaka theory

Unit Unit Title Objectives

No.

I 1 SATAORMETHAHACIIRDT | This  unit  deals  with  general
q: introduction to the Vyakarana Sastra,
2. 3rserear=a = important  books  and  authors,
3. GATYHRIOTH - | historicity etc and orients the learners
a‘aﬁaﬁnmqﬁgqa' in learning the important samjias

9 ~ 9

I cgieer:- Deals about the phonetic changes
a‘qﬁaﬁﬂo—_clm between vowels.

I o ot:- Deals about the phonetic changes

B A IGREIL A between consonants and visarga.

1A% arercTan:- Introduction to the meaning of

\Y% ﬂﬂﬁaﬁlﬁaﬁﬂa case-endings and the Karaka theory
Hﬁla’%ﬁﬂﬂ ) - | and various sutras dealing with it

1 | Special focus on two important
( , P p
N ~ - >

T8 IH-a39) meta-rules in Paninian Grammar
‘-I{Ir;lci-llo-d{s\dlll—ldld\ldld-ld{\l which decide the hierarchy Of the
T T 7 |sutras

Course Outcomes

After finishing the course, the learner would be able to
1. Know the rich tradition of Indian Grammar
2. Know the important authors and the texts in the Grammar tradition
3. Know the different types of Ach-sandhis



4. Know and identify the various Karakas in a basic Sanskrit sentence

Prescribed Texts

1. ATl — aeTor: — INATIH — IRER
2W%mgmqégwm%nﬁﬁ

Reference Texts

1. aﬂmﬁﬂﬁaﬁﬂ?ﬁ — with the commentaries STTHARHAT — dTaITeI=AT —Motilal
Banarassidas — 2010 Edition

2. 3TSETEATRT of Panini

3. The Laghukaumudi of Varadaraja with an English Commentary of JR Ballantyne

4. HRDH — FAGFeIET HC: — Wam—cﬁ JSITE - 1999



Course I1. MSLT112 - Introduction to the Process of Sentence Understanding

Course Objectives
1. To introduce the concept of Sabdabodha to the learners
2. To introduce the concept of Vrutti and its types
3. To introduce the various theories propounded by various schools of thought with
respect to sakti laksana and vyarijana
4. To introduce the secondary factors involved in the rise of Verbal Cognition

Unit Unit Title Objectives

No.

I RATHH>IITH Introduction  to  Paramalaghumarnjisa,
-;qs‘rc:s?rar:, Elj%ﬂ-_cﬁq?:[ Sphota Theory and types of Sphota.
— deder: Introduction to vrtti and its classification

11 IEGECE Concept of Sakti according to different
AdTea R, philosophies, classification and methods to

AT ATGIFIH, | know it.
IUHRY  QrfFAfaER:,
11 SIEGECAR

R o
AR Y:

v Fl'&:l'UTIﬁW - Concept of laksand according to various
FRIIRIPE ] Fl'&:l'U'I'I'Tc.'T?fI':, schools, its classification

TTUTTSSTH, SI&TUTTHeT:, | Concept of vyaiijana is known

\% QTG ATHGRIRPRUTA | Secondary factors for Verbal cognition are

known

Course Outcomes

After finishing the course, the learner would be able to
1. Know the process involved in the rise of Verbal Cognition



2. Know, analyze and compare the different schools of thought and the process involved
in the rise of Verbal Cognition

3. Understand the various standpoints put forth on the topicVrtti by various schools of
thought.

Prescribed Texts
. WATYASN — ANPRCIRAN — HATRRAI(HERA) — STel€Idedr
(ﬁ)—zrrcqﬁw aswmamaﬁr JRIOTHT

Reference Texts

1. T AT dTdell faeaeTaTsasTfaR faar -
sﬁmwaﬂmmﬁm
Chaukhambha Sanskrit Sansthan, Varanasi, 2018 Reprint



Course III. MSLT113 Introduction to Navya Nyaya

Course Objectives

1. To introduce the learner to the world of Saptapadarthas
2. To familiarize the learner with concept of Prameyas and Pramanas
3. To acquaint learners with the various technical terms of Navya Nyaya

Unit Unit Title Objectives
No.
I dhEIE: In-depth text reading and
JcIeTgus AREFATA | explanation of the Dravyas of
AXIL QY ISP Ere P the Pratyaksa chapter
II NUATIUTARSFT TcT&TEUSedH In-depth text reading and
explanation of the Gunas to
the end of the Pratyaksa
chapter
I HAATALUS:, IYHATAEUS: In-depth text reading and
explanation of the Anumana
and Upamana chapters
v AqecUUS: In-depth text reading and
explanation of the Sabda
chapter
\% ATITTATITIS T Introduction and In-depth

YHEIEIH, dedial SIfaedriaed,

FdeIEdTUH,

analysis of the concept of
relation in Navya Nyaya
Language, various
classifications and divisions
associated with Relations.

Course Outcomes

After finishing the course, the learner would be able to




1. Know and classify materials into the seven fold classification of Padarthas
2. Know and understand the concept of Lakshana and do the samanvaya
3. Acquire competence in the technical jargon of Navya Nyaya and comprehend them.

Prescribed Texts
1. dhEIE: - IeAdee:
2. ATITIHATNIICIY: — AGYIR—cd — Hare Press - Calcutta

Reference Texts

1. Language of Logic, Navya Nyaya Perspective (By Dr.Tirumala Kulkarni & Jaideep
Joshi, Published by Manipal University- ISBN 13 - 978-9382460046 - 2013)

2. A Primer of Navya Nyaya Language and Methodology — Navya nyaya bhasapradipa
of Maheshchandra Nyayaratna —English Commentary of Ujjwala Jha —Asiatic Society

3. Navyanayabhasapradipa of Mahesh Chandra Nyaya Ratna — Suprabha Commentary
of Kalipada Tarkacharya — Sanskrit Colleg,Calcutta - 1956



Course IV. MSLTI114  Object Oriented Programming with Java
Course Objectives:
1. Provide an introduction to Object oriented programming in JAVA
2. Introduce the reader to various kinds of expression and operators
3. Orient learners to the usage of looping statements and inheritance in JAVA programs

Unit I

Fundamentals of Object Oriented programming: Object Oriented paradigm — Basic concepts
of Object Oriented Programming — Benefits of OOP — Applications of OOP.

Java Evolution: Java Features — How Java differs from C and C++ - Java and Internet —
Java and World Wide Web — Web Browsers — Hardware and Software Requirements — Java
Environment. Overview of Java Language: Simple Java Program — Java Program Structure
— Java Tokens - Java Statements — Implementing a Java Program — Java Virtual Machine —
Command Line Arguments. Constants, Variables and Data types: Constants — Variables —
Data types — Declaration of Variables - Giving Values to variables - Scope of Variables -
Symbolic Constants - Type Casting.

Unit II

Operators and Expressions: Arithmetic Operators — Relational Operators - Logical
Operators — Assignment Operators — Increment and Decrement Operators — Conditional
Operators — Bitwise Operators — Special Operators — Arithmetic Expressions — Evaluation of
Expressions — Precedence of Arithmetic Operators — Operator Precedence and Associatively.

Unit ITT

Decision Making and Branching: Decision Making with If statement — Simple If Statement -
If else Statement - Nesting If Else Statement - the Else If Ladder - The switch Statement —
The ?: operator.

Decision Making and Looping: The while statement — The do statement — The for statement
— Jumps in Loops.

Class, Objects and Methods: Defining a Class — Fields Declaration — Methods Declaration —
Creating Objects — Accessing class members — Constructors — Methods Overloading — Static
Members — Nesting of Methods — Inheritance — Overriding Methods — Final Variables and
Methods — Final Classes — Abstract Methods and Classes — Visibility Control.

Arrays, Strings and Vectors: One - dimensional Arrays - creating an Array — Two
dimensional Arrays — Strings — Vectors — Wrapper Classes — Enumerated Types.

Unit IV
Interfaces: Multiple Inheritance: Defining Interfaces — Extending Interfaces — Implementing
Interfaces — Accessing Interface Variables.



Packages: Java API Packages — Using system Packages — Naming Conventions — Creating
Packages — Accessing a Package — Using a Package — Adding a Class to a Package — Hiding
Classes — Static Import.

Unit V

Multithreaded Programming: Creating Threads — Extending the Thread Class — Stopping and
Blocking a Thread — Life Cycle of a Thread — Using Thread Methods — Thread Exceptions —
Thread Priority — Synchronization.

Managing Errors and Exceptions: Types of Errors — Exceptions — Syntax of Exception
Handling Code — Multiple Catch Statements — Using Finally Statement — Throwing our own
Exceptions — Using Exceptions for debugging.

Course Outcomes

After finishing the course, the learner would be able to
1. Gain basic insights into the OOPs with JAVA
2. Have a clear idea about various expressions and operators used in JAVA
3. Write small programs based on various features of JAVA , build small API packages

Prescribed Text Books
1. E.Balaguruswamy, Programming with Java A primer 4e, TATA McGraw - Hill Company.

Reference Books

1. John R. Hubbard, Programming with Java Second Edition, Tata McGraw-Hill.

2. Jana, Java and Object Oriented Programming Paradigm, PHI. (ISBN 9788120327757)
3. Deitel & Deitel. Java: How to Program, 7thEdition, PHI.



Course V. MSLT115 Language & Speech Processing

Course Objectives:
1. Provide an introduction to NLP.
2. Give a sound introduction to various areas of NLP
3. Orient learners to Morphology and Parsing

Unit |

Introduction to NLP: Achievements and Brief history - Open Problems—Major Goal Language Structure and
Language analyzer: Introduction to Language Structure, Overview of Language analyzer: Morphological
Analyzer, Local word grouping (LWG), Core Parser.

Unit Il

Words and their Analyzer: Introduction to Morphological Analysis (MA), MA using Paradigms— Speeding up
of MA by compilation—Local Word Grouping: Verb groups, Noun groups, Strategy for grammar
Development.

Unit 11l
Paninian Grammar: Introduction to Paninian grammar — Semantic model - Paninian theory: Karaka
Relations—Active Passive: Karaka to Vibhakti Mapping, Karaka shares.

Unit IV
Paninian Parser: Introduction, Core Parser: Constraints — Preferences over Parses - Lakshan charts for Sense
Disambiguation.

Unit Vv
Machine Translation: Introduction, Anusaraka or Language Accessories

Course Outcomes

After finishing the course, the learner would be able to
1. Gain basic insights into the basic concepts of NLP
2. Know about Morphology / LWG / Parsing
3. Write Karaka / Vibhakti mapping charts

Prescribed Text Book

Akshar Bharati, Vineet Chaitanya, Rajeev Sangal, Natural Language Processing — A Paninian
Perspective, PHI



Course I. MSLTI21

SEMESTER 2

Course Objectives:
Provide an introduction to feminine suffixes.
2. Give a sound overview of the Karaka Theory
3. General Introduction to Six Limbs of Vedas with special focus on Nirukta

l.

Introduction to Paninian Grammar & Etymology

Unit | Unit Title Objectives

No.

I TAYTAT: — TR dhIHG! | Feminine suffixes of words are dealt
with in this unit

11 W@Eﬁﬂﬁaﬁﬂa In-depth knowledge of the first and

qol{qoqu{ulﬂ\(m'qaﬁ'aﬁ%ﬁ' : second case-endings in the Karaka
EIGﬁ'ﬁIF:IT) chapter are gained
WA Ud Giddiran fgefierd:

I |Jaareg ﬂ?_[zﬁ ICEIEGE In-depth knowledge of the third and
fourth case-endings in the Karaka
chapter are gained

IV | 9>aHr vg goa#T fasfea: In-depth knowledge of the fifth and
seventh case-endings in the Karaka
chapter are gained

\% 1. TISFdH - TTATEIAT 1.Introduction to Nirukta and

PRIAYIG: ’
2. dETSIMAT AAIIRT:

etymology of words is gained
2.A Brief introduction to the six
Vedangas are also taught

Course Outcomes

After finishing the course, the learner would be able to
1. Have a basic knowledge on feminine suffixes
2. Have a keen knowledge on the various Karakas

3. Possess a basic idea of the Vedangas and their contribution to the Vedic Lore

Prescribed Texts

1. TYACUT=AHIFACT — aREITST: — MNATIH — IRTYT

2. mﬁﬂm — with the commentaries a'ITﬂ:I?-ﬂ?TIT dcdITe=iT —Motilal

Banarasmdas —-2010 Edltlon

3. foeerd# - IEhradiehds




Course II. MSLT122 QecaraThATIRT:

Course Objectives:
1. Provide a basic introduction to the process of Sabdabodha
2. Give an in-depth knowledge of the Sabdabodha process for sentences from
Tarkasangraha Text

Unit Unit Title Objectives
No.
I RERDRNICC] P Sabdabodha of the mentioned topics are

GeTYhIOT taught in this unit
ATl

C
3R TYRIUTI A H

11 qciilaila)rarra[ Sabdabodhas from Pruthivi - Vayu are
CIR GRS P taught

I 3TThRITATd Sabdabodhas from Aakasa — Manas are
AATASTIOT R | taught

1A% g>draadr: Tq Sabdabodhas of the Panchavayavas and the
g carsiraT: Hetvasbhasas are dealt with
\% AecUs: Sabdabodhas of the Sabda part are taught.

Course Outcomes

After finishing the course, the learner would be able to
1. Have a basic knowledge on the process of Sabdabodha
2. Chart out Sabdabodha diagrams for most of the sentences of Tarkasangraha
3. Apply this process of making Sabdabodha charts to other sentences in Nyaya /
Vyakarana / Mimamsa philosophies

Prescribed Texts

1. dhEIE: AMecaIudied:- FAaRcareEdr — ARTadregEaIiHAS: — AT -
1980



Course I11. MSLT123 Introduction to Paninian Grammar

Course Objectives:

1. Provide a basic introduction to the concept of Nominal Stems(o_-I'I?:lT?ﬁ:) according to
various schools of thought

2. Introduce Nominal Declensions and their word-building process.

Unit | Unit Title Objectives

No.

I 1. QTHAYH>SINT — The meaning of a name or a nominal

) a

ATATS AR stem according to Vyakarana and
2.9TsC A TF AT TART FTihT Nyaya theories and their
14 - 18 classifications are taught
3. AT AT dHFdTdell —
feeTdl Pages 281- 282

I ﬂ'ﬂﬁ?{iﬂﬁaﬁﬂa’ General introduction to nominal stems
ﬂaﬁgﬁm and word-building processes
FAICTARITT: pertaining to masculine gender are
qﬁqﬁaﬁq sfa SEIGH discussed
TR 3fa

111 mﬁﬁuﬂmﬁgﬁ Word building process of Pronouns
L EIG are discussed
la: @ g i
S ERREIE)

1A% Wﬂ?ﬁmgﬁ Word building process of some more
LEIGH pronouns and special words are
TSAedY T SITIhIOTe TS discussed

\% e dTAlToIgaT — Word building process of feminine and

neuter gender words are discussed

Course Outcomes

After finishing the course, the learner would be able to
1. Have a basic knowledge on Nominal Declensions
2. Able to know the declension process for masculine vowel-ending words

3. Able to know the declension process for feminine and neuter gender vowel-ending
words




Prescribed Texts

1. TRl AT — aReTor: — INATIH — IRER
2. ey

3. a1 g IHq:&JIrdJ:chlﬂdldcﬁ\l TR -THaEGAEdT - Chaukhambha Sanskrit Sansthan,
Varanasi - 1997
Reference Texts

1. éwmmﬁaﬂr—daﬁﬂé?r — with the commentaries STAHAIRHAT — s ST
—Motilal Banarass1das — 2010 Edition




Course IV. MSLTI24  NLP with Python

Course Objective

1. Understanding fundamentals of python programing for Text processing.

2. Get a clear idea of Functions and data structure usage which help to understand data usage.
3. To initiate learners to the concept of Tagging using Python

Unit -1

Language Processing and Python: Computing with Language: Texts and Words. Handling Text using
Python List. Computing with Language: Simple Statistics- Frequency Distributions etc. Making
Decisions and Taking control using Python. Automatic Natural Language Understanding

Unit I

Accessing Text Corpora and Lexical Resources: Accessing Text Corpora-Gutenberg Corpus,Web and Chat
text, Brown Corpus, Reuter Corpus,Inaugural Address Corpus -Corpora in other Languages. Conditional
Frequency Distributions. Lexical Resources-Wordlist Corpora, Pronouncing Dictionary, Comparative Word
Lists, Shoebox and Toolbox Lexicons. WordNet: The WordNet Hierarchy, Lexical Relations, Semantic
Similarity

Unit Il

Processing Raw Text: Accessing Text from the Web and from Disk- Electronic Books-Dealing with HTML,
Processing Search Engine Results, Processing RSS Feeds, Extracting Text from PDF, MSWod and other Binary
Formats. Strings:

Text Processing at the Lowest Level: Basic operations with strings Accessing Individual Characters, Accessing
Substrings, More operation Strings, The Difference between Lists and Strings. Text Processing with Unicode.
Regular Expressions for Detecting Word Patterns. Useful Applications of Regular Expressions Extracting
Word Pieces, Finding Word Stems, Searching Tokenized Text. Normalizing Text: Stemmers, Lemmatizations.
Segmentation- Formatting: From Lists Strings

Unit IV

Supervised Classification, Examples of Supervised Classification, Evaluation, Decision Trees, Naive Bayes
Classifiers, Maximum Entropy Classifiers, Modeling Linguistic Patterns

Unit vV

Categorizing and Tagging Words: Using a Tagger, Tagged Corpora,Mapping Words to Properties Using
Python Dictionaries, Automatic Tagging,N-Gram Tagging, Transformation-Based Tagging,How to Determine
the Category of a Word

Course Outcomes

After finishing the course, the learner would be able to
1. Know the fundamentals of Text processing using Python
2. Know, distinguish and use various types of expressions and control statements basing
on the given task
3. Understand various types of tagging



Prescribed Text Books

1. Natural Language Processing with Python, Steven Bird, EDwan Lein and Eduward Loper,
O’reilly(ISBN 978-0-596-51649-9)

Reference Books

1. Text Analytics with Python, Dipanjan Sarkar



V. MSLT125Language & Speech Processing- I1

Course Objectives
1. Provide an introduction to NLP.
2. Give a sound introduction to various areas of NLP
3. Orient learners to Morphology and Finite State Automata

Unit I
Introduction to NLP: Knowledge in Speech and Language Processing—Ambiguity—Models and Algorithms —

Language, Thought and Understanding — Brief History
Unit Il

Finite state automata, Using FSA to recognize sheep talk, Non - deterministic FSAs, Using an NFSA to
accept strings, Relating Deterministic and Non - Deterministic Automata.

Unit Il

Morphology and Finite State Transducers: English Inflectional and Derivational Morphology, Finite state
Morphological parsing, Combining FST Lexicon and Rules, Lexicon - Fee FST—Porter Stemmer, Human
Morphological Processing

Unit IV

Discourse: Reference resolution—Text Coherence - Discourse Structure—Psycholinguistic studies of
Reference and coherence - Dialogue and Conversational Agents: What makes dialogue different-Dialogue
Acts—

UnitVv

Automatic Interpretation of Dialogue Acts—Dialogue Structure and Coherence—Dialogue managers in
conversational Agents

Course Outcomes

After finishing the course, the learner would be able to
1. Gain basic insights into the basic concepts of NLP
2. Know about Morphology / Finite State Automata
3. Various procedures involved in Text and Speech Processing

Prescribed Textbook:
1. Speech and Language Processing—Danial Juafsky, James H. Martin.



SEMESTER 3

Course I MSLT211 Detailed Study of Samasas
Course Objectives:
1. Introduction to the concept of compounds
2. Introduce the various kinds of compounds with examples.

Unit Unit Title Objectives
No.
| ﬂ'ﬂﬁ?{ﬁl’lo—_daﬁﬂa Basic introduction to the process of Samasa
1 m and knowledge of Avyayibhava compounds
2. T AT are gained in this chapter
11 dcqey: Knowledge of Tatpurusa compounds are
gained in this chapter
1111 CRELRE Knowledge of bahuvrihi compounds are
gained in this chapter
| MY ¢decd: Knowledge of dvanda compounds are
oained in this chapter
\% FaraerFdfaaR: An introduction to the Concept of Samasa in
Siﬂl'UmTl' i different Philosophies as per Bhusanasaram
fAfesefar: is given in this chapter

Course Outcomes

After finishing the course, the learner would be able to
1. Identify the different types of Samasas
2. Gain knowledge of Samasa-saktivada, wherein ideas of different schools of thought on
Samasasakti are discussed

Prescribed Text Book:

1. TACHTedRIHAT — aTeITeT: — INATIF — IRER
ZWWWH#UB’W

Reference Texts
1. aamw@a;nr—daﬁga‘r — with the commentaries STAIHAREAT — dedITgeT —Motilal Banarassidas —
2010 Edition
2. AU — Dr C.Poornananda Sastri — 2003
3. GHT: - AT #TT: — HEHAHRAT — SSITeLE - 2006



Course Il MSLT212  Introduction to Verbal suffixes

Course Objectives:
1. Introduction to the concept of verbal conjugations
2. Introduction to some important /commonly used verbal suffixes with examples.
3. Give insight to the meaning of a Dhatu according to various schools of thoughts

Unit No. | Unit Title Objectives

| ﬂ'ﬂoﬁaﬂﬁaﬁﬂa Knowledge about the verbal
S{UFFIGIﬁ'TQT conjugations of the verb -Bhu

11 TR T Knowledge about the verbal

conjugations of the verb -Bhu

111 1.0 Knowledge of various suffixes like
2.9 nich, san,yan, yanluk etc is gained
3. gsod
4 TETT
S.ATHYTIAT:

v 1. 3TcAAIcYHhaT Knowledge of various suffixes used
2 WEHueH T in specific usages like Bhavakarma,
3. qTghHITHAT krdanta krt pratyaya etc is gained.

6.c@qo-d IR IUTH

\% 1. Bl cITIRA: 1" — Definition of Dhatu according to
QWWWT Bhusanasara and the meaning of a
2 tlmﬂ"sm_gim Dhatu as expounded in
W&iﬁaﬂ Paramalaghumanjusa are known.

Course Outcomes

After finishing the course, the learner would be able to
1. Gain a thorough insight into verbal conjugations
2. Possess a sound knowledge on the most commonly used suffixes

3. Know what a Dhatu means and the various discussions related to its meaning
Prescribed Text Book:

1. TYACUTEAPIFCT — aREITST: — INATIH — IRTYT
2a‘amwawvmwa#ugamao—cr
3wm—am2rm?ﬁm—m(aﬁ?r)—m?ﬁ
(ﬁ)—amﬁmwmwwﬁ

Reference Texts

1. aﬂW@?ﬁﬂ_vﬁﬁﬂa’ — with the commentaries STTHARHAT — dcaiTelall
—Motilal Banaras31das — 2010 Edition



Course III MSLT213  Language and Linguistics

Course Objectives:
1. General introduction to the study of languages
2. Introduction to Sanskrit Language from a Linguistic perspective
3. General insight into Morphology, Phonology and Phonetic changes in Sanskrit

Unit | Unit Title Objectives
No.
I 1. Definition and Classification of Languages. | General introduction

to language, process
of communication
and classification of
languages into
various families are
dealt in this unit

Morphological Classification

Genealogical Classification

11 1. Theories on the origin of Languages.

01d and Modern. Theories on origin of

languages and history
of the indo- Aryan
languages and their
respective divisions

Bow Vow, Pooh Pooh, Ding Dong, Ye-he-ho
theories.

2. History of Indo-Aryan Languages.
1. Old Indo Aryan

2. Middle Indo Aryan
3. Modern Indo Aryan

111 Phonology. Basic introduction to
1. WW phonology.
2. dreleaTfeaulr: Equivalent terms in
3. ATFIedITTcod: Sanskrit Grammar
4. dEIIced: and reasons for
5. TYRT: 3o TAT:, FSHTUT:, phonetic changes are

T, ITeTATIHT: known
6. tafauRadThROTTY

|\Y% Introduction of Morphology Introduction to the
concept of
Morphology

Vv A) Types of Phonetic Changes Various types of

1. &g: phonetic changes and




. JTITH: similar concepts in

. [A9IT: (Metathesis) Sanskrit Grammar
HHIRIUTH (Assimilation) are known

faw#HIoTA (Dissimilation)

. giexr:

. ﬂaﬂm (Nasalization)

8.quTTeTAT guifaudared gat Tt
aﬁﬁmﬁ%ﬂym o
AT TR Aeredgead Tatatf
GEEGLL

B) Semantics

N OO WN

Primary meaning, Secondary meaning,

semantic changes. (3T SHRRIET 1), causes of
semantic changes.

Course Outcomes

After finishing the course, the learner would be able to

1.

2
3.
4

Gain basic knowledge in Linguistics

. Know about the origin and classification of languages

Know about the place of Sanskrit in the classification of languages

. Gain thorough understanding about the various phonetic changes occurring in Sanskrit

Prescribed Text Book:

1.

2.

An Introduction to Sanskrit Linguistics, M.Sriman Narayana Murti by D.K. Publications,
Delhi

T ACHTedehlACT — TXeTT: — INATIT — IRGR
Reference Texts

1. STTNTMTETYATT — RS Venkatarama Sastri — Kuppuswami Research Institute — Madras -
1996

2. Language — Bloomfield — Motilal Banarasidass

3. HTTRTEAHIE: — STG Varadacharya

4. Theories of Language: Oriental and Occidental — Prof Korada Subramanyam

5. 8egidard: - Prof Madhusudhan Ojha



Course IV MSLT214: Corpus Linguistics
Course Objective:
1. A gentle and accessible introduction about how corpus linguistics has developed and is
employed as a methodology.
2. Provide an overview of the various important concepts in Corpus Linguistics
3. Highlight the usual problems encountered by researchers while using corpora

Unit I

Introduction to Corpus Linguistic, Mode of communication, Corpus-based versus corpus-driven
Linguistics, Data collection regimes, Annotated versus unannotated corpora, Total accountability
versus data selection, Monolingual versus multilingual corpora

Unit II

Accessing and analyzing corpus data, Corpus annotation, Introducing concordances, A historical
overview of corpus analysis tools, Statistics in corpus linguistics. The web, laws and ethics, The web
and legal issues, Ethical issues

Unit ITI

English Corpus Linguistics: University College London (UCL), Lancaster University, University of
Birmingham, Universit¢é Catholique de Louvain, University of Nottingham, Northern Arizona
University and the USA

Unit IV

Corpus-based studies of synchronic and diachronic variation: Diachronic change from Old English to
Modern English, Diachronic variation in contemporary Modern English, The multi-dimensional
approach to variation, Corpora and variationist sociolinguistics

UnitV

Neo-Firthian corpus linguistics: Collocation, Discourse, Semantic prosody and semantic preference,
Lexis and grammar. Corpus-as-theory versus corpus-as-method, Sinclair’s contribution to corpus
linguistics Corpus methods and functionalist linguistics: Functionalism in linguistics: a brief overview,
Corpus-based research from a functionalist perspective, Corpora and typology, Corpora and cognitive
approaches to linguistics, Corpora in the analysis of metaphor

Course Outcomes

After finishing the course, the learner would be able to
1. Gain basic knowledge in Corpus Linguistics
2. Learn about the usual problems while working in the domain of Corpus Linguistics

Prescribed Text Books
Corpus Linguistics: Method, Theory and Practice, TONY MCENERY AND



ANDREW HARDIE, ISBN 978-0-521-83851-1 (hardback)



Course V MSLT215: Language & Speech Processing - 111

Course Objectives
1. Provide orientation to important concepts like Morphology, POS Tagging etc in the area of NLP
2. Give a clear picture of Semantics, Pragmatics in the domain of NLP.

Unit I

Words : Regular Expressions and Automata — Regular Expressions — Finite State Automata — Regular
Languages and FSAs — Morphology and Finite-State Transducers: Survey of English Morphology —
Finite-Stage Morphological Parsing — Combining FST Lexicon and Rules — Lexicon-Free FSTs —
Human Morphological Processing

Unit 11

Word Classes and Part-of-Speech Tagging : English Word Classes — Tagsets for English — Part-of-
Speech Tagging — Rule-Based Part-of-Speech Tagging — Stochastic Part-of-Speech Tagging —
Transformation —Based Tagging — Other issues: Multiple Tags and Multiple Words — Unknown Words
— Class-based N-grams.

Context-Free Grammars for English : Constituency — Context-Free Rules and Trees — Sentence-

Level Constructions — The Noun Phrase — Coordination — Agreement — The verb Phrase and Sub
categorization — Auxiliaries — Grammar Equivalence and Normal Form — Finite-State and Context-
Free Grammars — Grammars and Human processing

Unit IIT

Lexical Semantics : Relations Among Lexemes and Their Senses — WordNet — The Internal Structure
of Words — Creativity and the Lexicon.
Word Sense Disambiguation and Information Retrieval : Selectional Restriction-Based

Disambiguation — Robust Word Sense Disambiguation — Information Retrieval — Other Information

Retrieval Tasks

Unit IV

Pragmatics : Discourse — Reference Resolution — Text Coherence — Discourse Structure —
Psycholinguistic Studies of Reference and Coherence.

UnitV
Dialogue and Conversational Agents : What Makes Dialogue Different — Dialogue Acts —

Automatic Interpretation of Dialogue Acts — Dialogue Structure and Coherence — Dialogue managers
in Conversational Agents.

Course Outcomes

After finishing the course, the learner would be able to
1. Know and understand the concepts of Morphology, POS tags etc thoroughly
2. Get a clear picture of Semantics and Pragmatics and their use in the field of NLP

Prescribed Text Book:
1.Daniel Jurafsky, James H. Martin, Speech and Language Processing 2™ Edition, Pearson
Publications, 2009



SEMESTER 4

Course I MSLT221 Sabdabodha Text — 1
Course Objective:
1. In-depth knowledge of the Sabdakhanda portion of Siddhantamuktavali
2. Know about the process of Sabdabodha, Vritti and its classification
3. Introduce the secondary factors for Sabdabodha

Unit No. | Unit Title Objectives
| I I{-Iqﬂlrdd-lcrdlq(ﬂl Ql?c'\'@'u?; In-depth knowledge on the process of
o T ; d FIUTATT PIRPISATEATAH | Verbal Testimony. Definition of Sakti
° Q]‘ﬁ?—ﬂ—‘cﬂiw and methods of Saktigraha are
o fFdaEHIT known
o TEIIAYTFIaAIG:
o HTIfCUGTHT HATradgere!
NIESICEIEE
o SIARITFddIG:
o JifAiAIcUesEr:
I ST&IUTTETRYH - dGHCT: In-depth knowledge on the denotative

function of words and the
classification of Laksana is known

1] HATH T&TonoR4: Analysis of Laksana in various
compunds words in done

v QeGa IR UM ol mﬁﬁﬁ Secondary causes for Verbal
Testimony are known

Vv egcqfadre: HelH Pages 1 — 10 In-depth knowledge of the cause

effect status of Akansha on
Sabdabodha and the nature of
Abhedasamsarga is known

Course Outcomes

After finishing the course, the learner would be able to
1. Gain proper exposure into the process of Verbal Cognition
2. Know about the various levels in the process of Verbal Cognition and the

various contributing factors
3. Know about the cause-effect theory between Akamsha and Sabdabodha as per

Vyutpattivada
Prescribed Text Books :
1. ST Fdldol— ICEECIDEESIDEIEREG]
¢ IR Chaukhambha Sanskrit

Sal;sthan Varanas, 2018 Reprint

2. gcufadle: - dERR¥CE™ASd: -~ NS Ramanujacharya
mﬂﬁwﬂmﬁﬁ RS Vidyapeetha, Tirupati

3. EW%@E@E%HW IMeTH




Course 11

MSLT222  Computer Programming - PERL

Course Objective:
1. Introduce PERL as a programming language
2. Give an insight into the various conditional, relational and logical operators and commands
3. Familiarize Arrays

UNIT -1
Introduction to Perl — Sample Perl Program — Perl Program Execution - Scalar Variables and Constants —
Reading Scalar Variables — printing Scalar Variables — Comment Statement

Objective of UNIT I: This section introduces a brief introduction to Perl Programming.

UNIT-1I
Conditional statements: Relational operators — Logical operators — if statement — Loops — Loop Controls

Objective of UNIT II: After basic introduction, this unit deals with advanced and complex operation on
numbers and string called relational Operators and loop controls.

UNIT-I11
Array Variables: Reading Array Variables — Printing Array Variables-Array Manipulation
Objective of UNIT III: This unit focuses on Arrays and its implementation

UNIT-1V

Hash (Associative Arrays) Variables: Reading Hash Variables — Printing Hash Variables — Regular Expressions
Objective of UNIT IV: This unit focuses on Hash variables and its implementation

UNIT-V

File Handling: Opening a file for reading — File Attributes — Reading a file — Printing a file — Closing a file —
Opening a file for writing — Basic Input and Output File Handles
Objective of UNIT V: This unit discuss about file handling in PERL

Course Outcomes

After finishing the course, the learner would be able to
1. Gain sufficient command on PERL
2. Write programs using conditional / relational operators and commands
3. Perform File Handling tasks with ease

Prescribed Textbooks:
1. Prof.R.J.Ramasree, PERL Programming, R.S.Vidyapeetha, Tirupati.

Reference Books:

1. Larry Wall, Tom Christiansen and Randal L.Scwartz Programming Perl, Second edition, Shroff Publishers
and Distributors Pvt. Ltd.

2. C.Herrmann, Mastering Perl 5, BPB Publications, New Delhi.

3. Randal L. Schwartz and Tom Christiansen, Learning Perl Second edition, Shroff Publishers and Distributors
Pvt. Ltd.



Course I11
MSLT223 Sabdabodha Text — 11 (AMSGETUFHIHTAT — Tl TH. I ATATA:)

Course Objective:
1. To give an overall picture of Sabdapramana as per various schools of thought
2. Introduce the various definition of terms like Sabda,Vakya, Vakayartha etc as per

different philosophies and authors
3. Give insight into concepts like Abhihitanvaya and Anvitaabhidaana

(TUHHATT: — HTASTATIA)

Unit No. [ Unit Title Objectives
| 1. AT TITITHATOA TR 1 : Various topics relating to
2. ST QT&_C'\T?T W ITHTOIH Sabda and the need to
3 AT ATl A |d accept it as an independent
|qso-||a|a-|(-|{gu50-ld-| means of valid knowledge
4. AT YHOTedLcd AT TH are known
| 1. UG T&uTH — AfAeAFTUR=T: Definition of Sabda and
2. AFTEIRIAIRTL: Vakya according to various
philosophies are known
1] FFATATaOR: — RIFAATAHACIIRT: | Definition of Vakyartha
according to different
philosphies is known
\") ATHACT THICACHUSAIRTY: Concept of Sphota and
various theories relating to
it are known
\'} 1. 3R IeaT — ATeadITAUTAAIGARad: | The conepts of
2 ATAIIAT ThEHA Ty QATeCale: Abhihitanvaya and

3.2MMeea Y AT AT aan:

Anvitaabhidaana are
known. The concept of the
Viseshya according to
various philosophies is also
known

Course Outcomes

After finishing the course, the learner would be able to

1.

Know about importance of Sabdapramana

2. Distinguish between the different definitions of various schools of thought
3. Have a clear picture of important concepts of Verbal Cognition like Abhihitanvaya and
Anvitaabhidaana
4. Comprehend the definitions of secondary factors of Sabdabodha according to
different philosophies
Prescribed Textbooks:

1. ATCIIYHHET - UL UH. 3R ATaTa: — Part 1 — Institut Franciasde
Pondicherry/ RS Vidyapeetha-2006




Course IV MSLT224  Major Project Work

Course Objective:

In this course, students carry out project work on the various concepts they have
learned during the previous courses. The project work acts as a testing bed to
the various theories and computational concepts learnt by them and helps them
gain new insights in the field of Sanskrit Computational Linguistics



ANNEXURE 11

MODEL QUESTION PAPER
uéa—ar CICIE 3?I'\" gad 1*10= 10

deh{-lsd,lsi-!-l °hd| h: ?

dhASUEET FSIcIelh: &h:
ATATTTH hidTaerd
[CECKI AT T

ara: o SI8ToTe
guCII U= ATe T fohe
m’mmmﬁrm %:
mﬂaﬂwm

wwa:%ﬁmw

10. sgardafeaeve=g A Fe

I1. g3t AT forad 2*15 = 30

1. HROTAAET gfaTR fadgaa
2. vsfauafcasyis afadead
3. am?la%\ﬁurﬁm?r
4. QATCTETTTHAT TcHEHINFRUM N T Ffuread
1. aaa’r AT forgd 2*10 = 20
. QTegatrEfgd THHA-T giAderetor forad
2 audic Tt [Awaaa
3. Frd AFgId
4. GITRIR GIAE fAwagd

IV. gaar: Wﬁ@a 2*5 =10
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